Best Response Regression Experiments

Linear model used for the experiments:

Yy=x+e

Distributions the xz-values are sampled from:
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Distributions the error terms € are sampled from:
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win, n = 20, xdist = uniform (top) / normal (bottom), error = uniform

FHboot win

20

rbst
20




sse, n = 20, xdist = uniform (top) / normal (bottom), error = uniform
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win, n = 20, xdist = uniform (top) / normal (bottom), error = laplace
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win, n = 20, xdist = uniform (top) / normal (bottom), error = cauchy
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win, n = 50, xdist = uniform (top) / normal (bottom), error = laplace
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n = 50, xdist = uniform (top) / normal (bottom), error = cauchy
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win, n = 100, xdist = uniform (top) / normal (bottom), error = uniform
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win, n = 100, xdist = uniform (top) / normal (bottom), error = laplace
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win, n = 100, xdist = uniform (top) / normal (bottom), error = cauchy
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sse, n = 100, xdist = uniform (top) / normal (bottom), error = cauchy
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